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Abstract
The Cauchy–Lorentz (CL) distribution has divergent lowest moments. This
necessarily leads to the fact that the information theoretic approach is essential
for the study of its statistical properties. Here, correlation measured by the
mutual entropy is discussed for the multivariate CL distribution. It is found
that correlation obeys a simple scaling law with respect to the dimensionality
of the distribution. Then, regarding the CL distribution as a power-law quantum
wavepacket, the information entropic uncertainty relation is also discussed both
analytically and numerically. It is found that the sum of the position and
momentum information entropies tends to the value of the lower bound for
large dimensions.

PACS numbers: 02.50.Ng, 05.70.-a, 42.50.-p, 89.70.+c

1. Introduction

The Cauchy–Lorentz (CL) distribution

p(x) = 1

π

1

1 + x2
(x ∈ R) (1)

is frequently encountered in physics. It is well known that the spectral distributions of a
radiation emitted through the transition of an atom (or a nucleus) with finite life time, a
radiation field in a cavity or a random-phase radiation field [1] are of the CL-type. Another
example we wish to mention is the momentum distribution of an electron–hole pair trapped
in a uniform quantum well [2], which has the form of the bivariate generalization of equation
(1). Mathematically, the distribution in equation (1) belongs to the (symmetric) Lévy stable
class, Lα (x) = (2π)−1

∫
dk exp (− ikx − a | k |α), where α is the Lévy index satisfying

0 < α < 2 and a is a positive constant. For large values of |x|, it behaves asLα (x) ∼ |x|−1−α .
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The CL distribution corresponds to the ‘ballistic limit’, α → 1. A feature of these power-
law distributions is that their lowest moments are divergent. This fact makes it nontrivial to
quantify their statistical properties.

In this paper, we study the statistical properties of the multivariate CL distribution based
on the information theoretic approach. To the best of our knowledge, this issue has not
been addressed yet in the literature. Specifically, we discuss correlation in this distribution
measured by the mutual entropy. It is shown that the mutual entropy exhibits a simple scaling
behaviour with respect to the dimensionality of the distribution. Then, we also discuss the
CL distribution in the quantum mechanical context and calculate the information entropic
uncertainty both analytically and numerically. We shall see that the sum of the position and
momentum information entropies tends to the value of the lower bound for large dimensions.
Throughout this paper, all relevant random variables are assumed to be made dimensionless.

2. Multivariate Cauchy–Lorentz distributions

Let us define the multivariate CL distribution [3] as follows:

p(x) = p(x1, x2, . . . , xN) = �
(
N+1

2

)
π(N+1)/2

1(
1 + x2

1 + x2
2 + · · · + x2

N

)(N+1)/2 (xi ∈ R) (2)

where � (z) is the gamma function. Clearly, equation (1) is the case when N = 1. An
interesting property of this distribution is that its marginal distribution is again the CL
distribution with the reduced number of variables. In particular, the marginal distribution
of a single variable is found to be given by

p(i)(xi) =
∫

dx1 dx2 · · · dx̂i · · · dxNp (x1, x2, . . . , xN)

= 1

π

1

1 + x2
i

(i = 1, 2, . . . , N) (3)

where the integral overxi is excluded. This is the single-variable CL distribution in equation (1).

3. Correlation measured by mutual entropy

The distribution in equation (1) does not admit a factorized form, and therefore there exists
correlation between the random variables. However, since all moments are mathematically ill
defined, it is not possible to quantify correlation using covariance and variance. To overcome
this difficulty, we examine the information theoretic approach.

In information theory, it is known that the Kullback–Leibler relative entropy [4,5] defined
by

KN [p1‖p2] =
∫

dNxp1(x) ln
p1(x)

p2(x)
(4)

measures the difference of p1 from the reference distribution, p2. It satisfies

KN [p1‖p2 ] � 0 (5)

for any distributions, p1 and p2. The equality holds if and only if p1 = p2. Therefore, the
degree of correlation inp1 can be measured by the Kullback–Leibler entropy ofp1 with respect
to the product of its marginal distributions, p2 = p(1)p(2) · · ·p(N):

KN
[
p
∥∥p(1)p(2) · · ·p(N)] =

∫
dNxp(x) ln

p(x)

p(1)(x1)p(2)(x2) · · ·p(N)(xN) . (6)
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This quantity is referred to as the mutual entropy.
In our problem, p(x) and p(i)(xi) (i = 1, 2, . . . , N) are given in equations (2) and (3),

respectively. Substituting them into equation (6) and performing the integration explicitly, we
obtain the following result:

KN
[
p
∥∥p(1)p(2) · · ·p(N)] = ln�

(
N + 1

2

)
+
N − 1

2
ln 4π − N + 1

2

[
γ + ψ

(
N + 1

2

)]
(7)

where ψ (z) stands for the digamma function [6] defined by ψ (z) = d ln� (z) /d z and
γ = −ψ (1) = 0.5772 . . . is Euler’s constant [6]. It is of interest to examine how this mutual
entropy behaves asymptotically for large N . Using Stirling’s formula [6], we see

ln�

(
N + 1

2

)
∼= N

2
ln
N

2
− N

2
(8)

whereas, for the digamma function, we have [6]

ψ

(
N + 1

2

)
∼= ln

N

2
. (9)

Therefore, we find for large N

KN
[
p
∥∥p(1)p(2) · · ·p(N)] ∼= N

2
(ln 4π − γ − 1) . (10)

Thus, we conclude that the degree of correlation in the multivariate CL distribution scales
linearly with respect to the dimensionality of the distribution, asymptotically.

4. Information entropic uncertainty in multivariate Cauchy–Lorentz wavepackets

Next, we wish to study information entropic uncertainty in the context of quantum mechanics.
Here, the distribution in equation (2) is regarded as the modulus squared of the wavepacket

φ(x) ≡ 〈x|φ〉 =
√
�

(
N+1

2

)
π(N+1)/4

1(
1 + x2

1 + x2
2 + · · · + x2

N

)(N+1)/4
. (11)

This is a higher-dimensional generalization of the so-called Cauchy wavepacket discussed
in [7, 8]. Its momentum representation (i.e. the Fourier transformation) is found to be

φ̃(p) ≡ 〈p|φ〉 = 1

(2π)N/2

∫
dNx eip·xφ(x)

=
√
�

(
N+1

2

)
2(N−3)/4π(N+1)/4�

(
N+1

4

) K(N−1)/4 (|p|)
|p|(N−1)/4

(12)

where Kν (z) (Re ν > −1/2) is the modified Bessel function [6] and h̄ is set equal to unity
for the sake of simplicity.

Now, for measurements of the position X and the momentum P of the particle described
by a normalized quantum state, |�〉, the associated information entropies are given by

SN [�; X] = −
∫

dNx |�(x)|2 ln |�(x)|2 (13)

SN [�; P ] = −
∫

dNp
∣∣�̃(p)∣∣2

ln
∣∣�̃(p)∣∣2

(14)
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respectively, where �(x) = 〈x|�〉 and �̃(p) = 〈p|�〉. Then, the information entropic
uncertainty relation proved in [9] states that the sum of these quantities has the following
irreducible lower bound:

UN [�; X,P ] ≡ SN [�; X] + SN [�; P ] � N (1 + ln π) . (15)

This formulation of the uncertainty principle is to be compared with the ordinary Heisenberg-
type formulation√

(��X)2 (��P )2 � N

2
(16)

where (��Q)2 ≡ 〈�|Q2|�〉 − 〈�|Q|�〉2. In the present case of �(x) = φ(x) in
equation (11),

(
�φX

)2
is divergent, and therefore no information can be obtained on

(
�φP

)2

from equation (16). In this context, it has recently been discussed in [10] that, in such a situation,
the information theoretic approach is more useful than the Heisenberg-type formulation. In
marked contrast with equation (16), both SN [�; X] and SN [�; P ] tend to be finite for a wide
class of normalizable states {|�〉}. In fact, for the CL wavepacketφ(x), SN [φ; X] is calculated
to be

SN [φ; X] = N + 1

2
ψ

(
N + 1

2

)
− ln�

(
N + 1

2

)
+
N + 1

2
(ln 4π + γ ) . (17)

On the other hand, SN [φ; P ] is calculated using equation (12) as follows:

SN [φ; P ] = ln

{
2(N−3)/2π(N+1)/2

[
�

(
N+1

4

)]2

�
(
N+1

2

)
}

− �
(
N+1

2

)
2(N−5)/2

√
π �

(
N
2

) [
�

(
N+1

4

)]2 × IN

(18)

where

IN =
∫ ∞

0
dp p(N−1)/2

∣∣K(N−1)/4 (p)
∣∣2

ln
[
p−(N−1)/2

∣∣K(N−1)/4 (p)
∣∣2 ]
. (19)

Therefore, we obtain

UN [φ; X,P ] = N + 1

2

[
ψ

(
N + 1

2

)
+ γ

]
+ ln


2(3N−1)/2πN+1

[
�

(
N+1

4

)
�

(
N+1

2

)
]2




− �
(
N+1

2

)
2(N−5)/2

√
π �

(
N
2

) [
�

(
N+1

4

)]2 × IN . (20)

SN [φ; X] monotonically increases with respect to N . Using equations (8) and (9) for
large N , we see that it asymptotically behaves as follows:

SN [φ; X] ∼= N

2
(ln 4π + γ + 1) . (21)

On the other hand, it does not seem to be possible to evaluate SN [φ; P ] analytically.
Therefore, we have performed its numerical evaluation. We have found that, like SN [φ; X],
SN [φ; P ] also asymptotically scales linearly with respect to N for large values of N .

In figure 1, we present the plot of UN [φ; X,P ] /N with respect to N . We observe that
this quantity monotonically approaches the rigorous lower bound 1 + ln π . This may be a
result of interest, since so far it has been believed in the literature that the lower bound can be
reached only by a class of Gaussian wavepackets.



Information theoretic approach to statistical properties of multivariate Cauchy–Lorentz distributions 8731

N

1 + lnπ

0 50 100 150 200 250

2.4

2.3

2.2

2.1

U
N
[φ

; X
,P

]/
N

Figure 1. Plot of UN [φ; X,P ] /N with respect to N in arbitrary units.

5. Conclusion

We have studied the statistical properties of the multivariate CL distribution based on the
information theoretic approach. We have discussed correlation measured by the mutual entropy
associated with this distribution and analytically found its simple asymptotic linear scaling
behaviour with respect to the dimensionality of the distribution. We have also discussed the
information entropic uncertainty in the quantum CL wavepacket. We have shown how the
position and momentum uncertainties also scale linearly with respect to the dimensionality
asymptotically and their sum tends to the lower bound.

Acknowledgments

We thank Dr R W Rendell for pointing out [2] as well as for numerically evaluating the integral
given in equation (19) and the expression in equation (20) as a function of N . One of us (SA)
was supported in part by the Grant-in-Aid for Scientific Research of Japan Society for the
Promotion of Science. The other (AKR) acknowledges partial support from the US Office of
Naval Research.

References

[1] Scully M O and Zubairy M S 1997 Quantum Optics (Cambridge: Cambridge University Press)
[2] Yamamoto Y and Imamoglu A 1999 Mesoscopic Quantum Optics (New York: Wiley)
[3] Mardia K V 1970 Families of Bivariate Distributions (Connecticut: Hafner)
[4] Kullback S 1968 Information Theory and Statistics (New York: Dover)
[5] Jumarie G 1990 Relative Information (Berlin: Springer)
[6] Abramowitz M and Stegun I A (ed) 1965 Handbook of Mathematical Functions (New York: Dover)
[7] Unnikrishnan K 1997 Am. J. Phys. 65 526
[8] Unnikrishnan K 1998 Am. J. Phys. 66 632
[9] Bialynicki-Birula I and Mycielski J 1975 Commun. Math. Phys. 44 129

[10] Abe S, Martı́nez S, Pennini F and Plastino A 2001 Phys. Lett. A submitted
(Abe S, Martı́nez S, Pennini F and Plastino A 2000 Preprint)


